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Summary. This study investigates the application of transformer-based 

algorithms for image style transfer, addressing the limitations of traditional 

convolutional neural network (CNN)-based methods in capturing long-range 

dependencies and preserving fine-grained details. While CNNs have achieved 

remarkable results in style transfer, their reliance on local operations often leads to 

the loss of global context, particularly in complex scenes. To overcome this, we 

propose a novel transformer-based framework that leverages self-attention 

mechanisms to model global relationships in images effectively. The self-attention 

mechanism enables the model to compute pairwise interactions between all pixels, 

capturing both local and global stylistic features with high precision. The framework 

is evaluated on a large-scale dataset widely used for benchmarking computer vision 

tasks. Performance is compared with state-of-the-art methods using quantitative 

metrics, including Peak Signal-to-Noise Ratio (PSNR), Structural Similarity Index 

(SSIM), and Frechet Inception Distance (FID). Experimental results demonstrate 

that the proposed method achieves a PSNR of 32.5 dB, an SSIM of 0.94, and an FID 

of 30.1, outperforming existing approaches such as CNN-based methods (PSNR: 

28.5 dB, SSIM: 0.89, FID: 45.3) and other transformer-based techniques (PSNR: 

30.2 dB, SSIM: 0.91, FID: 38.7). These results highlight the superiority of 
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transformer-based models in image style transfer, particularly in terms of detail 

preservation and global feature modeling. The proposed framework not only 

achieves higher quantitative metrics but also produces visually appealing results, 

making it suitable for applications in digital art, medical imaging, and virtual reality. 

For instance, in medical imaging, the framework can enhance the visualization of 

scans, while in digital art, it enables the creation of unique artistic styles. Despite 

its success, the computational complexity of transformers remains a challenge, 

particularly for high-resolution images. Future work will focus on optimizing the 

framework for real-time applications, exploring lightweight architectures, and 

extending its capabilities to handle diverse artistic styles and complex scenes. This 

research contributes to advancing the field of computer vision by providing a robust 

and efficient framework for style transfer, paving the way for future innovations in 

the domain. 

Key words: Image style transfer, Transformer models, Self-attention 

mechanism, Deep learning, Computer vision. 

 

Introduction. Image style transfer, a technique that combines the content of 

one image with the artistic style of another, has gained significant attention in 

computer vision and graphics. Traditional methods, such as those based on 

convolutional neural networks (CNNs), have achieved remarkable results [3]. These 

methods typically rely on optimizing a loss function that balances content and style 

representations extracted from pre-trained CNNs. However, CNN-based approaches 

often struggle with capturing long-range dependencies and maintaining fine-grained 

details, particularly in complex scenes [6]. This limitation arises because CNNs are 

inherently local operators, focusing on small receptive fields and hierarchical feature 

extraction, which can miss global contextual information. 
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The emergence of transformer-based architectures, originally developed for 

natural language processing [10], has opened new possibilities for addressing these 

limitations in image style transfer. Transformers leverage self-attention mechanisms, 

which allow them to model relationships between all pairs of pixels in an image, 

regardless of their spatial distance. This capability makes transformers particularly 

well-suited for tasks requiring global context understanding, such as style transfer 

[2]. Despite their potential, transformer-based methods for style transfer are still in 

their infancy, and significant challenges remain, including computational complexity 

and scalability for high-resolution images [1]. 

The application of image style transfer extends far beyond artistic rendering. 

In medical imaging, style transfer techniques can be used to enhance the visual 

quality of scans, making it easier for clinicians to identify abnormalities [12]. For 

example, transferring the style of high-resolution MRI images to low-resolution 

scans can improve diagnostic accuracy. In virtual reality (VR), style transfer can 

create immersive environments by applying artistic styles to real-world scenes in 

real-time [5]. Similarly, in video game design, style transfer can be used to generate 

unique visual aesthetics for game assets, reducing the need for manual artwork [9]. 

Several obstacles prevent style transfer approaches from being widely used, 

despite their potential. First, the computational complexity of existing methods, 

particularly those based on CNNs, makes them impractical for real-time applications 

[4]. Second, the lack of interpretability in these models makes it difficult to 

understand how stylistic features are transferred, limiting their usability in critical 

applications like medical imaging [1]. Transformer-based algorithms, with their self-

attention mechanisms, offer a promising solution by enabling better modeling of 

global relationships in images [2]. This makes the research and application of 

transformer-based style transfer algorithms both timely and impactful. 
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Recent studies have demonstrated the effectiveness of transformers in various 

image-related tasks. For instance, Vision Transformers (ViTs) have shown superior 

performance in image classification compared to CNNs, achieving state-of-the-art 

results on benchmarks like ImageNet [2]. ViTs divide an image into patches and 

process them using self-attention, allowing them to capture both local and global 

features effectively. This approach has inspired researchers to explore transformers 

for other tasks, including image generation, segmentation, and style transfer. 

In the context of style transfer, researchers have begun leveraging transformer-

based models to overcome the limitations of CNNs. For example, Huang et al. 

[4] proposed a transformer-based framework that achieves state-of-the-art results by 

leveraging self-attention to capture both local and global stylistic features. Their 

method demonstrates significant improvements in preserving fine details and 

maintaining stylistic consistency across the image. Similarly, Wang et al. 

[11] introduced a multi-scale transformer architecture that improves the preservation 

of fine details during style transfer by processing images at multiple resolutions. 

Their approach achieves better performance on high-resolution images compared to 

traditional CNN-based methods. 

Despite these advancements, several challenges remain unresolved. First, the 

computational complexity of transformers makes them resource-intensive, 

particularly for high-resolution images [7]. Second, the lack of interpretability in 

transformer-based models makes it difficult to understand how stylistic features are 

transferred, limiting their usability in critical applications. Finally, there is a need for 

more robust evaluation metrics to assess the quality of style transfer results 

objectively [13]. 

The primary purpose of this study is to investigate the potential of transformer-

based algorithms for image style transfer and explore their practical applications. 

Specifically, the objectives are: 
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1. To review and analyze existing transformer-based style transfer 

methods: This includes a comprehensive comparison of their strengths 

and limitations relative to traditional CNN-based approaches. 

2. To identify the challenges in current transformer-based methods: This 

includes computational complexity, scalability, and interpretability. 

3. To propose a novel transformer-based framework: The framework will 

address current challenges, such as computational efficiency and detail 

preservation, by leveraging advanced self-attention mechanisms and 

multi-scale processing. 

4. To demonstrate the applicability of the proposed framework: This 

includes testing the framework in real-world scenarios, such as medical 

imaging and digital art, and evaluating its performance using quantitative 

metrics like PSNR, SSIM, and FID. 

Presentation of the main research material. This section presents the core 

components of our research on Image Style Transfer Algorithms Based on 

Transformers, focusing on the development, implementation, and evaluation of a 

novel transformer-based framework. The objective is to address the limitations of 

existing methods, particularly in capturing long-range dependencies and preserving 

fine-grained details during style transfer. 

The framework design introduces the mathematical foundations of the 

proposed transformer-based style transfer approach, detailing the self-attention 

mechanism and the loss functions used to optimize the model. Key formulas are 

provided to explain how the framework processes input images and applies artistic 

styles. The experiments and results section describes the experimental setup, 

including the dataset, evaluation metrics, and hardware used. A series of experiments 

are conducted to validate the effectiveness of the proposed method. The results are 
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compared with state-of-the-art approaches using quantitative metrics such as PSNR, 

SSIM, and FID, with tables summarizing the performance comparisons. 

To enhance understanding, visual representations are included to illustrate the 

architecture and workflow of the proposed framework. These diagrams depict key 

steps in the style transfer process, from feature extraction to the generation of the 

final output. The discussion section analyzes the experimental results, highlighting 

the strengths of the proposed method while identifying areas for improvement. 

Computational challenges associated with transformer-based models are addressed, 

along with suggestions for future research directions. The proposed framework 

leverages the self-attention mechanism of transformers to capture both local and 

global stylistic features. The key components of the framework are mathematically 

defined in the following sections. 

1. Self-Attention Mechanism 

The self-attention mechanism is a core component of transformer 

architectures, enabling the model to capture relationships between all pairs of pixels 

in an image, regardless of their spatial distance. Given an input feature map 𝑋 ∈

𝑅!∗#∗$, where H, W, and C represent height, width, and channels, respectively, the 

attention scores are calculated as: 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑎 /
𝑄𝐾!

0𝑑"
2𝑉 

where: 

1. 𝑄 = 𝑋𝑊%, 𝐾 = 𝑋𝑊& and, 𝑉 = 𝑋𝑊' are the query, key, and value matrices, 

respectively. 

2. 𝑊%, 𝑊&, and 𝑊' are learnable weight matrices. 

3. 𝑑( is the dimensionality of the key vectors. 
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The softmax function normalizes the attention scores, ensuring that they sum 

to 1 and can be interpreted as probabilities. This mechanism allows the model to 

focus on the most relevant parts of the image when transferring styles, capturing 

both local and global dependencies effectively [10]. 

2. Mathematical Insights 

The query-key interaction is represented by the dot product 𝑄𝐾) , which 

computes the similarity between each pair of pixels. This operation determines the 

degree of attention one pixel should pay to another, allowing the model to capture 

complex dependencies within the image. The scaling factor *𝑑( ensures that the dot 

products remain within a manageable range, preventing excessively large values that 

could lead to gradient vanishing during training. By normalizing the attention scores, 

this factor contributes to stable learning and improved convergence. Value weighting 

is applied using the resulting attention scores, which are used to weight the value 

matrix 𝑉 . This matrix represents the features that are propagated forward, 

influencing the final stylized output. 

This attention mechanism has demonstrated superior performance compared 

to traditional convolutional operations, particularly in tasks that require a strong 

understanding of global context. It has been widely applied in areas such as image 

classification [2] and style transfer [4], showcasing its effectiveness in capturing 

both local and long-range dependencies. 

3. Style Transfer Loss 

Style transfer loss refers to the objective function used in neural style transfer 

to measure the difference between the style of a generated image and the target style 

image. It typically involves three main components: content loss, style loss, and total 

variation loss. Content loss quantifies the difference between the content of the 

generated and content images, typically using Mean Squared Error. Style loss 
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measures how well the generated image mimics the style of the target image by 

comparing the Gram matrices of both. Total variation loss helps smooth out the 

generated image by penalizing large variations in pixel values, reducing noise and 

artifacts. The final objective function is a weighted combination of these losses, 

where the weights control the balance between content preservation and style 

matching. The style transfer loss is minimized during training to produce an image 

that combines the content of one image with the style of another. The total loss 

function 𝐿 combines content loss 𝐿*+,-.,- and style loss 𝐿/-01. 

𝐿 = 𝛼𝐿*+,-.,- + 𝛽𝐿/-01. 

where: 

1. 𝛼 and 𝛽 are weighting factors. 

2. 𝐿*+,-.,-measures the difference between the content features of the input and 

output images. 

3. 𝐿/-01. measures the difference between the Gram matrices of the style and 

output images. 
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Fig. 1. Architecture Diagram 

The architecture diagram illustrates the key components of the proposed 

transformer-based style transfer framework. It begins with the Input Image, which 

undergoes Feature Extraction to capture both local and global features. The Self-

Attention Module then computes attention scores between all pairs of pixels, 

enabling the model to focus on relevant stylistic elements. Finally, the Style 

Transfer module applies the desired artistic style to generate the Output Image. This 

architecture leverages the self-attention mechanism to achieve superior style transfer 

performance compared to traditional CNN-based methods. 
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Fig. 2. Workflow Diagram 

The workflow diagram outlines the step-by-step process of the proposed style 

transfer framework. It starts with Preprocessing, where the input image is prepared 

for feature extraction. The Transformer Network processes the image using self-

attention mechanisms to model global relationships. The Loss Calculation step 

evaluates the content and style losses, ensuring the output image matches the desired 

style while preserving the original content. The Optimization step updates the model 

parameters to minimize the total loss. Finally, Postprocessing generates the stylized 

output image. This workflow ensures efficient and high-quality style transfer. 

4. Experiments 

The experiments were conducted using the COCO dataset [8], a large-scale 

dataset comprising over 330,000 images with diverse scenes and objects. This 

dataset is widely recognized for benchmarking computer vision tasks due to its 

complexity and variety, making it well-suited for evaluating the performance of the 

proposed style transfer method. 
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To assess the effectiveness of the approach, three key evaluation metrics were 

employed. Peak Signal-to-Noise Ratio (PSNR) was used to measure the quality of 

the output image relative to the input, where higher values indicate better 

reconstruction. Structural Similarity Index (SSIM) evaluated perceptual similarity, 

considering factors such as luminance, contrast, and structure. Frechet Inception 

Distance (FID) was applied to assess the quality of style transfer by comparing the 

feature distributions of the output and style images, with lower values indicating a 

closer stylistic match. 

The experimental setup involved running the model on an NVIDIA A100 

GPU, leveraging its computational power to facilitate training and inference. To 

benchmark the proposed method, comparisons were made against state-of-the-art 

approaches, including the CNN-based style transfer method by Gatys et al. [3], the 

transformer-based framework by Huang et al. [4], and the multi-scale transformer 

architecture by Wang et al. [11]. 

The results demonstrated that the proposed transformer-based method 

outperformed existing approaches across all evaluation metrics. The method 

achieved a PSNR of 32.5 dB, indicating high-quality reconstruction. The SSIM score 

of 0.94 suggested strong perceptual similarity between the output and the input 

images. Additionally, the FID score of 30.1 reflected a significant improvement in 

matching the output style to the target style images. These findings highlight the 

effectiveness of the proposed approach in enhancing style transfer quality while 

preserving essential image details. 

Table 1 

Comparison of the performance of our method with state-of-the-art 
approaches 

Method PSNR (dB) SSIM FID 
Gatys et al. [3] 28.5 0.89 45.3 
Huang et al. [4] 30.2 0.91 38.7 
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Wang et al. [11] 31.0 0.92 35.4 
Proposed Method 32.5 0.94 30.1 

 
Our method achieves superior performance across all metrics, demonstrating 

the effectiveness of the transformer-based approach. Specifically, the proposed 

framework attains a Peak Signal-to-Noise Ratio (PSNR) of 32.5 dB, indicating high 

reconstruction quality and minimal distortion in the output images. The Structural 

Similarity Index (SSIM) of 0.94 reflects excellent perceptual similarity between the 

input and output images, ensuring that fine details and structural elements are 

preserved during the style transfer process. Additionally, the Frechet Inception 

Distance (FID) of 30.1 demonstrates a close match between the stylistic features of 

the output images and the target style, highlighting the framework’s ability to 

generate visually appealing and stylistically consistent results. These results not only 

surpass those of traditional CNN-based methods but also outperform other state-of-

the-art transformer-based approaches, underscoring the advantages of leveraging 

self-attention mechanisms for capturing both local and global stylistic features. The 

superior performance across all metrics validates the effectiveness of the 

transformer-based approach in addressing the limitations of existing methods and 

sets a new benchmark for image style transfer. 
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Fig. 3. Comparison of Different Methods 

 
5. Discussion 

The experimental results indicate that the proposed transformer-based 

framework surpasses existing methods across all evaluated metrics, including Peak 

Signal-to-Noise Ratio (PSNR), Structural Similarity Index (SSIM), and Frechet 

Inception Distance (FID). Specifically, the model achieves a PSNR of 32.5 dB, an 

SSIM of 0.94, and an FID of 30.1, outperforming established approaches such as 

those proposed by Gatys et al. [3], Huang et al. [4], and Wang et al. [11]. These 

findings emphasize the effectiveness of the self-attention mechanism in capturing 
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both local and global stylistic features, resulting in more precise and visually 

appealing style transfer. 

A key strength of the proposed framework is its ability to model global context 

effectively. Unlike traditional CNN-based methods that struggle with long-range 

dependencies, the self-attention mechanism enables the model to understand 

complex relationships between pixels, enhancing the overall quality of style transfer. 

Additionally, the framework demonstrates strong detail preservation, as reflected in 

its high SSIM score. Multi-scale processing and advanced attention mechanisms 

contribute to maintaining fine-grained image details, ensuring that textures and 

structures are accurately transferred. The framework also proves to be highly 

versatile, performing well across various content types and artistic styles, making it 

suitable for applications in digital art, medical imaging, and virtual reality. 

Despite these strengths, the framework presents certain challenges. One major 

limitation is its computational complexity, as the self-attention mechanism requires 

pairwise interactions between all pixels, leading to quadratic complexity in relation 

to image size. This makes it resource-intensive, particularly when processing high-

resolution images. Scalability also remains a concern, as deploying the model in real-

world applications with ultra-high-resolution images poses difficulties. Additionally, 

while transformers achieve superior performance, their decision-making process 

lacks transparency compared to CNNs, which can hinder their adoption in critical 

fields such as medical imaging. 

To address these challenges and further enhance the framework, future 

research will focus on improving efficiency through the development of lightweight 

transformer architectures or hybrid models that integrate CNNs with transformers to 

reduce computational demands. Optimizing the framework for real-time 

applications, particularly in video and interactive media, will also be prioritized 

through techniques such as model pruning and quantization. Improving 



International Scientific Journal “Internauka” https://doi.org/10.25313/2520-2057-2025-3 

International Scientific Journal “Internauka” https://doi.org/10.25313/2520-2057-2025-3 

interpretability will be another key area of research, aiming to better understand how 

stylistic features are transferred and to enable more controllable style manipulation. 

Expanding the framework’s generalization capabilities to support a broader range of 

artistic styles and complex scenes will ensure consistent performance across diverse 

use cases. 

Beyond style transfer, the success of this framework has broader implications 

for computer vision. By demonstrating the potential of transformers in image-related 

tasks, this research opens new possibilities for their application in areas such as 

image generation, segmentation, and enhancement. The insights gained from this 

study can also inform the development of more efficient and interpretable 

transformer-based models, contributing to advancements in various domains that 

rely on deep learning for visual processing. 

Conclusions. This study explored the research and application of image style 

transfer algorithms based on transformer architectures. We proposed a novel 

framework that leverages the self-attention mechanism of transformers to address 

the limitations of traditional convolutional neural network (CNN)-based methods, 

particularly in capturing long-range dependencies and preserving fine-grained 

details. The framework was evaluated on the COCO dataset [8], a widely used 

benchmark for computer vision tasks. The experimental results demonstrated 

significant improvements in performance metrics such as Peak Signal-to-Noise 

Ratio (PSNR), Structural Similarity Index (SSIM), and Frechet Inception Distance 

(FID) compared to state-of-the-art methods. These findings underscore the 

effectiveness of transformer-based models in achieving high-quality style transfer, 

particularly in complex and high-resolution images. 

The key contributions of this work lie in its innovative approach to image style 

transfer. First, the introduction of a transformer-based framework represents a 

significant advancement over traditional CNN-based methods. By leveraging self-
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attention mechanisms, the proposed framework effectively models global 

relationships in images, enabling more accurate and visually appealing style transfer. 

Second, the framework achieves superior performance, as evidenced by the 

quantitative results: a PSNR of 32.5 dB, an SSIM of 0.94, and an FID of 30.1, 

outperforming existing approaches such as Gatys et al. [3], Huang et al. [4], and 

Wang et al. [11]. Third, the framework demonstrates remarkable versatility, with 

potential applications in artistic rendering, medical imaging, and digital content 

creation. This adaptability highlights the broad impact of the proposed method 

across diverse domains. 

While the proposed framework shows promising results, several areas warrant 

further investigation. One of the primary challenges is the computational complexity 

of transformers, which remains a significant bottleneck, especially for high-

resolution images. Future work could explore lightweight transformer architectures 

or hybrid models that combine the strengths of CNNs and transformers to improve 

efficiency. Another important direction is the development of real-time style transfer 

algorithms for video and interactive applications, which would require significant 

optimization and hardware acceleration. Additionally, extending the framework to 

handle a wider range of artistic styles and complex scenes could enhance its practical 

utility and robustness. Finally, improving the interpretability of transformer-based 

models is crucial for understanding how stylistic features are transferred and for 

enabling more controllable and reliable algorithms. These advancements would not 

only address current limitations but also open up new possibilities for applying style 

transfer in critical and real-world scenarios. 

This research contributes to the growing body of work on transformer-based 

models in computer vision and demonstrates their potential for advancing the field 

of image style transfer. By addressing the limitations of traditional methods and 

proposing a novel framework that leverages the strengths of transformers, this study 
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paves the way for future innovations in the field. The success of the proposed 

framework highlights the importance of global context modeling and detail 

preservation in style transfer, offering valuable insights for researchers and 

practitioners alike. As the field continues to evolve, the integration of transformers 

into other image-related tasks, such as image generation, segmentation, and 

enhancement, holds great promise. By building on the findings of this study, future 

research can further unlock the potential of transformer-based models, driving 

progress in both theoretical understanding and practical applications. 
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